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ABSTRACT: The main challenge for malware researchers is the large amount of data and files that need to be 

evaluated for potential threats. Researchers analyses many new malwares daily and classify them in order to extract 

common features. Therefore, a system that can ensure and improve the efficiency and accuracy of the classification is 

of great significance for the study of malware characteristics. A high-performance, high-efficiency automatic 

classification system based on multi-feature selection fusion of machine learning is proposed in this project. Its 

performance and efficiency, according to our experiments, have been greatly improved compared to single-featured 

systems. The increase of malware that are exploiting the Internet daily has become a serious threat. The manual 

heuristic inspection of malware analysis is no longer considered effective and efficient compared against the high 

spreading rate of malware. Hence, automated behaviour-based malware detection using machine learning techniques is 

considered a profound solution. The behaviour of each malware on an emulated (sandbox) environment will be 

automatically analysed and will generate behavior reports. These reports will be pre-processed into sparse vector 

models for further machine learning (classification). The classifiers used in this project are Random Forests, Support 

Vector Machine (SVM), Random Forest. In summary, it can be concluded that a proof of- concepts based on automatic 

behavior-based malware analysis and the use of machine learning techniques could detect and classify malwares quite 

effectively and efficiently. Since, many antiviruses have heavy impact on the user system and sometimes they are not 

able to detect new emerging harmful threats and on the other hand, light weight antiviruses are not so effective in 

detecting and preventing malwares. As the data security with no heavy impact on the user system is our main concern, 

our model is a cloud-based malware classification model. Therefore, without installing any third-party application on 

user system, we can test and predict whether any suspicious file is a malware or not. 
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I.INTRODUCTION 

 

In recent years, continuous growing in malware technique has become a great threat to modern information technology 

and personal information security, which greatly inspires the need of anti- malware technique. many schools, personal 

enterprises and government infrastructures were hacked by a ransomware named WannaCry, while measures were 

made to minimize the loss by anti-malware solution providers. However, lots of variants were made in order to evade 

detection, and processes new large-scale infection with the help of new exploits. The emitting of WannaCry variants is 

just the real world in miniature, showing that malware is able to bypass normal protection mechanisms by current 

techniques. As an important factor of increasing number of malwares, modification and obfuscation are meant to avoid 

being detected by malware authors. According to McAfee’s Q3 report, the amount of malware has increased about 10% 

compared with Q2. And researchers have to find a way to get rid of these new malwares by analyzing them for its 

families' classification. A malware family is a set of malware code that has similar intentions, regardless of their 

difference in code implementation. But modification and obfuscation have made it hard for researchers to analyses and 

classify samples with efficiency. So, it would be helpful to analyses samples with similar features, which can make 

their potential features easier to be found, as well as save researcher’s time. Therefore, the classification of malware 

plays an important role in malware analysis. Manual methods with signature-based classification are often used to 

classify samples before the rapid development of machine learning, but obfuscation and polymorphic strategies 

influence the effectiveness of these techniques heavily. 

 
The problem to be examined involves the high spreading rate of computer malware (viruses, worms, Trojan horses, 

rootkits, botnets, backdoors, and other malicious software) and conventional signature matching-based antivirus 

systems fail to detect polymorphic and new, previously unseen malicious executables. Malware are spreading all over 

the world through the Internet and are increasing day by day, thus becoming a serious threat. 
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The manual heuristic inspection of static malware analysis is no longer considered effective and efficient compared 

against the high spreading rate of malware. Nevertheless, researches are trying to develop various alternative 

approaches in combating and detecting malware. One proposed approach (solution) is by using automatic dynamic 

(behaviour) malware analysis combined with data mining tasks, such as, machine learning (classification) techniques to 

achieve effectiveness and efficiency in detecting malware. 

 

 
 

Figure 1:Types of Malwares 

II.LITERATURE SURVEY 

The file is executed and the information is collected about its properties like what actually it intends to do. What we 

can do is we can run our file by creating a virtual system such as Virtual box. While doing an analysis of this type, we 

can easily figure out all the behavioural based attributes example detecting a file, undo the file. We can define 

behaviour-based methods as both static and dynamic analysis. The Advantage of these dynamic methods is that we can 

make sure that what will happen when this type of malwares in an actual system. 
 

Random Forest is an ensemble learning algorithm developed by Breiman. An ensemble learner method generates 

many individual learners and aggregates the results. Random Forest uses an extension to the bagging approach. In 

Bagging, each classifier is built individually by working with a bootstrap sample of the input data. In a regular decision 

tree classifier, a decision at a node split is made based on all the feature attributes. But in Random Forest, the best 

parameter at each node in a decision tree is made from a randomly selected number of features. This random selection 

of features helps Random Forest to not only scale well when there exists many features per feature vector, but also 

helps it in reducing the interdependence (correlation) between the feature attributes and is thus less vulnerable to 

inherent noise in the data. 
 

As mentioned by the author, the number of random features m selected per decision node in a tree decides the error 

rate of the forest classification. The error rate of the Random Forest classifier depends on the correlation between any 

two trees, and the classification strength of each individual tree. Reducing the random features selected m causes 

reduction in both the correlation between classification trees and the strength of classification of each individual tree. 

Increasing m increases both the correlation between the trees and the strength of each tree. Breiman explains that the 

Out- of-Bag (OOB) error rate is an indication of how well a forest classifier performs on the dataset. The out-of-bag 

model leaves out one third of the input dataset for building the kth tree from the bootstrap sample for each tree. This 
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one-third sample is used to test the kth tree and the results of misclassification averaged over all trees. The author 

claims that for most cases OOB error estimate is a good estimate of the error and hence cross validation or separate test 

set is usually unnecessary when using the Random Forest algorithm. 
 

SVM is a discriminative type of classification technique. The boundaries for each class are well defined by a 

separating hyperplane. In other words, it basically creates an optimal hyperplane that bounds the given training dataset 

and classifies the test sample based on the plane it falls under. Several types of kernel can be used for the final decision. 

In this research, we particularly focus on a Quadratic kernel (hence, QSVM). 
 

The format of the file or metadata can be a good way to guess what actually the intended action is. For example, 

Portable executable files in Microsoft Windows is a good way to know about information like execute or compile time 

and other functionalities. 

III.PROPOSED METHODOLOGY 

A software requirements specification (SRS) is a description of a software system to be developed, laying 

out functional and non-functional requirements, and can also consist of a use cases that describe interactions the users 

will have with the software. Software requirement specification establishes the ground work for an agreement between 

clients and contractors or suppliers (in market-driven projects, these roles may also be played by means of the 

marketing and improvement divisions) on what the software product has to perform as properly as what it is no longer 

anticipated to do. Software necessities specification permits a rigorous evaluation of requirements earlier than layout 

can commence and reduces later redesign; it additionally provides a practical groundwork for estimating product costs, 

risks, and schedules. The software necessities specification file enlists enough and quintessential necessities that are 

required for the assignment development. To derive the necessities, we need to have clear and thorough understanding 

of the products to be developed or being developed this is finished and sophisticated with targeted and continuous 

communications with the undertaking group and consumer until the completion of the software. 

 

Non-functional requirements are constraints that must be adhered to during development. They limit what resources 

can be used and set bounds on aspects of the software’s quality. One of the most important matters about non-

functional requirements is to make them verifiable. The verification is generally finished by way of measuring a 

number of elements of the machine and seeing if the measurements confirm to the requirements. 

Non-functional requirements contain different parameters such as: 

 

Usability: The application is going to be used by the people of particular place and also the concerned authority. This 

is going to assist them in predicting disaster occurrence. 

 

Efficiency: Our application takes less time to accomplish a particular task such as fetching current and past weather 

data which also reduces time complexity. It reduces the complications when an information has several functionalities 

thus increases the efficiency.   

 

Reliability: The application that we are developing is designed to deliver set of services as expected by the user. The 

application provides many modules and each module is developed satisfy the non-functional requirements of the 

customers. 

Maintainability: The application that we are developing is going to provide a high-performance measure such as the 

weather updates are done automatically without loss of data that already exists. 

These requirements constrain the design to meet specified levels of quality. The second group of non-functional 

requirements categories constrains the environment and technology of the system. 

http://www.ijarasem.com/
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Figure 2 : Overall Architecture of the system 
 

IV. RESULTS 

 

Figure 3: Results of Malware detection 
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Figure 4: Results of Malware detection 

 

Figure 5: Results of Malware detection 

 

Figure 6: Results of Malware detection 
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V.CONCLUSION 

According to analysis we say that, when we apply different feature selection techniques, it results different no of 

features and for those features it will give different accuracy for different models. Somewhere it results like one model 

give the best accuracy is validation but same model cannot give the best accuracy for testing. But in recursively feature 

elimination technique same model gives the best accuracy in validation as well as testing and model is Random Forest. 

So we can conclude that this model is best for my analysis and particularly this dataset. 

 

The work can be extended by creating better model for multiclass classifier. So that it can classify each malwares in 

a better way. 
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